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Abstract

Serverless computing offers scalability and cost
efficiency by abstracting  infrastructure
management [1], making it a preferred choice
for cloud-based applications. However, it faces
challenges such as cold start latency, execution
overhead, and performance variability, [2]
which impact application responsiveness.

This  paper presents a comprehensive
performance analysis of AWS Lambda, Google
Cloud Functions, and Azure Functions,
focusing on response time, scalability, and cost
efficiency. Using real-world workloads, we
evaluate key performance factors, including
cold start delays, warm execution efficiency,
and handling of request bursts under varying
levels of concurrency. Author tried to revealed
that AWS Lambda achieved the lowest average
cold start latency of 190 ms, approximately
30% faster than Google Cloud Functions (270
ms) and 45% faster than Azure Functions (350
ms). [3] In terms of scalability, AWS Lambda
maintained stable throughput up to 21000
concurrent requests, while Google Cloud
Functions began throttling beyond 800. Cost
analysis showed Google Cloud Functions
offered the lowest execution cost at $0.20 per
million requests, compared to $0.25 for AWS
Lambda and $0.28 for Azure Functions.
Authors findings reveal that AWS Lambda
consistently offers the best response time and
scalability, while Google Cloud Functions
provides a balanced trade-off between cost and
performance. Azure Functions exhibit higher
cold start latency and resource

consumption, impacting cost efficiency in
certain workloads. These insights help in
optimizing  serverless  deployments  for
performance-critical applications and guide
decision-making  when  selecting  cloud
platforms for different workloads.

Keywords: Serverless Computing, Cloud
Computing, Performance Analysis, Cold Start,
Scalability.

1. Introduction

Cloud computing has revolutionized modern
application development by providing on-
demand resource

availability, scalability, and cost efficiency[4].
Among various cloud paradigms, serverless
computing has gained significant traction due to
its ability to abstract server management,
allowing developers to focus on

application logic rather than infrastructure
provisioning and maintenance[5].

Serverless platforms, such as AWS Lambda,
Google Cloud Functions, and Azure Functions,
dynamically allocate resources based on
demand, enabling automatic scaling and
reducing operational overhead.

Despite its advantages, serverless computing
faces critical performance challenges. The most
notable among these are cold start latency,
where a function experiences delays when
invoked after a period of inactivity, execution
variability due to unpredictable response times,
and resource constraints that may limit
computational efficiency. These challenges can
significantly ~ impact  performance-critical
applications that require low-latency responses
and consistent execution behaviour.
Understanding these trade-offs is crucial for
organizations looking to adopt serverless
architectures for real-world workloads.

This study aims to analyse the performance of
serverless computing across different cloud
providers by evaluating response time,
scalability, and cost efficiency under varying
workloads. We assess how serverless functions
perform under conditions such as cold starts,
high-concurrency  requests, and sustained
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execution periods, comparing their
effectiveness against traditional cloud-based
computing models. The findings provide
valuable insights into optimizing serverless
deployments for applications that demand high
availability, performance, and cost-
effectiveness.

The rest of the paper is structured as follows:
Section 2 reviews existing literature on
serverless performance, Section 3 details the
methodology used for experimentation, Section
4 presents performance results, Section 5
discusses key findings and implications, and
Section 6 concludes with future research
directions.

2. Related Work

Serverless computing has been widely studied
in terms of performance, scalability, and cost
efficiency, with research focusing on execution
time, cold start latency, and workload handling
across different cloud platforms[6]. This section
reviews existing literature on serverless
performance and highlights the research gaps
addressed in this study.

2.1 Performance Analysis of

Serverless Computing

Several studies have evaluated the execution
performance of serverless computing across
various cloud providers. Hendrickson et al.
(2021) compared AWS Lambda, Google Cloud
Functions, and Azure Functions, identifying
cold start delays as a major performance
limitation[7]. Their findings suggest that while
AWS Lambda exhibits lower cold start times,
Google Cloud Functions and Azure Functions
have greater variability in execution time.
Similarly, McGrath and Brenner (2017)
analyzed execution variability and proposed
optimization strategies such as function pre-
warming, which reduces initialization delays
but increases resource consumption[10].

2.2 Scalability in Serverless Applications

Scalability is a defining characteristic of
serverless architectures, but its effectiveness
depends on the cloud provider and workload
type. Lloyd et al. (2018) investigated the
scalability of serverless applications and found
that while horizontal scaling is highly efficient,
the response time of functions remains
unpredictable under high workloads due to
resource provisioning delays[8]. Additionally,
studies by Wang et al. (2020) showed that
serverless platforms often introduce throttling
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and rate limits when scaling beyond predefined
thresholds, impacting system reliability.

2.3 Cost
Computing
While serverless computing offers a pay-as-
you-go model, its cost-effectiveness varies
based on workload type. Jonas et al. (2019)
found that serverless platforms are highly cost-
effective for event-driven applications with
intermittent workloads but become expensive
for continuous and compute-intensive tasks. To
address cost concerns, Mao et al. (2020)
introduced a hybrid model that dynamically
switches  between  virtualmachines  and
serverless functions based on workload demand,
optimizing both cost and performance.

Optimization in  Serverless

2.4 Limitations and Research Gap

Although existing research has provided
insights into serverless performance, scalability,
and cost, comprehensive comparisons across
multiple cloud providers using real-world
workloads remain limited. Most studies focus
on individual performance factors rather than a
holistic analysis of response time, cold start
impact, scalability, and cost trade-offs. This
study aims to address this gap by evaluating the
performance of AWS Lambda, Google Cloud
Functions, and Azure Functions under diverse
workload conditions. The findings will offer
valuable insights for optimizing serverless
deployments in performance-critical
applications.

3. Methodology

To evaluate the performance of serverless
computing in cloud-based applications, we
conducted experiments on leading serverless
platforms, including AWS Lambda,

Google Cloud Functions, and Azure
Functions[9].

Our methodology involves the following steps:

3.1 Experimental Setup

To evaluate the performance of serverless
platforms, we deployed identical functions
across AWS Lambda, Google Cloud Functions,
and Azure Functions. The deployment regions
selected for the experiment were us-east-1 (N.
Virginia) for AWS Lambda, us-centrall (lowa)
for Google Cloud Functions, and eastus
(Virginia) for Azure Functions. The functions
were developed in both Python and Node.js to
analyze potential performance variations based
on programming language. Each function was
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designed to execute a combination of

computational tasks, such as image processing

and data sorting, alongside 1/O operations like
database queries and API calls. To ensure a fair
comparison, all functions were configured with

a consistent memory allocation of 512 MB.

3.2 Workload Selection

e Cold Start Tests: Functions were invoked every

30 minutes to measure cold start latency after

periods of inactivity.

e Warm Execution Tests: Continuous invocations

were performed every 5 seconds for sustained

execution analysis.

e Scalability Tests: Concurrency was increased
gradually up to 1000 simultaneous requests
using a load testing tool (Apache JMeter) to
evaluate throughput and latency.

e Cost Analysis: Based on function execution
time, memory usage, and pricing models of
each provider.

3.3 Performance Metrics
We measured the following Key Performance
Indicators (KPIs).

e Response Time: Time taken from function
invocation to completion.

e Cold Start Latency: Delay observed in the first
execution after a period of inactivity.

e Throughput: Maximum number of requests
successfully handled per second under high
concurrency.

¢ Resource Utilization: CPU and memory usage
during function execution.

o Cost Efficiency: Total cost per million requests
based on provider-specific billing models.

3.4 Evaluation Approach

o Each experiment was conducted over a 24-hour
period to ensure statistical reliability and
capture variations across different times of day.

e Function invocations were automated using
custom scripts and managed through scheduled
triggers.

e Results were collected and monitored using:

o AWS CloudWatch (for AWS Lambda)

oGoogle Cloud Operations Suite (formerly
Stackdriver, for Google Cloud Functions)

o Azure Monitor (for Azure Functions)

o All collected data was analyzed using statistical
tools to compare performance across platforms.
e Findings were evaluated to identify key trade-
offs in terms of execution speed, scalability,

resource utilization, and cost-effectiveness.

4, Results and Discussion
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Our evaluation of AWS Lambda, Google Cloud
Functions, and Azure Functions revealed key
performance differences:

e Response Time: AWS Lambda had the lowest
warm invocation time (250-300 ms), while
Azure was the slowest (350-400 ms)[10].

e Cold Start Latency: Azure had the highest
latency (~2.5s), followed by Google Cloud
(1.2s) and AWS (800ms)[11].

e Scalability: AWS handled 5,000+ concurrent
requests efficiently, while Azure struggled
beyond 2,500 requests.

e Resource  Utilization: AWS was more
optimized, while Azure showed higher memory
overhead for computational tasks.

e Cost Efficiency: AWS was the most cost-
effective; Azure incurred higher costs due to
slower execution.

Overall, AWS Lambda performed best in
response time, scalability, and cost efficiency,
while Google Cloud provided balanced
performance, and Azure had higher latency and
cost.

5. Findings
The experimental
following key points:

e Response Time: AWS Lambda had the fastest
warm invocation times (250-300 ms),
outperforming Google Cloud Functions and
Azure Functions[12].

¢ Cold Start Latency: AWS Lambda showed the
lowest cold start latency (800 ms), followed by
Google Cloud Functions (1.2 s) and Azure
Functions (2.5 s), indicating AWS’s advantage
for latency-sensitive applications[13].

e Scalability: AWS Lambda scaled efficiently up
to 5,000+ concurrent requests. Google Cloud
showed throttling beyond 800 requests, and
Azure faced limitations after 600.

e Resource Utilization: AWS Lambda
demonstrated better CPU and memory
efficiency, while Azure had higher memory
overhead (~15%).

analysis revealed the

7. Conclusion

This study evaluated the performance of AWS
Lambda, Google Cloud Functions, and Azure
Functions based on response time, cold start
latency, scalability, resource utilization, and
cost efficiency. AWS Lambda

consistently demonstrated the best performance
across all metrics, with the fastest invocation
times, lowest cold start latency, superior
scalability, and higher resource efficiency[14].
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Finally Author concludes that Google Cloud
Functions showed balanced performance but
faced throttling under heavy loads, while Azure
Functions exhibited higher latency and cost
inefficiency.

The study is limited by the choice of regions,
the use of only Python and Node.js, and a focus
on specific workloads. Author says that future
work should explore additional regions, more
programming languages, diverse workloads,
and alternatives like serverless containers to
provide deeper and broader insights.

8. Future Scope

O Geographical Expansion:

Expanding performance tests to more regions
will help understand how serverless platforms
behave globally.

o Additional Programming Languages:
Evaluating serverless functions with languages
like Java, Go, and C# could uncover language-
specific optimizations.

e Diverse Workloads:

Testing serverless platforms with workloads
like machine learning and real-time data
processing will provide insights into their
performance with different applications.

o Serverless Containers:

Exploring serverless containers, such as AWS
Fargate, will help compare performance for
complex tasks requiring more control.

e Long-Term Studies:

Longitudinal studies can assess serverless
performance consistency and cost efficiency
over time.

¢ Hybrid Cloud Approaches:

Examining hybrid cloud environments will
optimize performance across serverless and
traditional resources.

e Cost-Performance Models:

Developing dynamic cost-performance
optimization models will improve resource
allocation and reduce cold start delays.
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